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Abstract—Driven by the well-known limitations of port and
payload-based analysis techniques, the use of Machine Ledng
for Internet traffic analysis and classification has become dertile
research area during the past half-decade. In this paper we
introduce a novel unsupervised approach to identify diffeent
classes of IP flows sharing similar characteristics. The uns
pervised analysis is accomplished by means of robust clusieg
techniques, using Sub-Space Clustering, Evidence Accunaiion,
and Hierarchical Clustering algorithms to explore inter-flows
structure. Our approach permits to identify natural groupi ngs of
traffic flows, combining the evidence of data structure provied
by different partitions of the same set of traffic flows. The
technique is further used to build an automatic flow classifiation
model, using a semi-supervised-learning-based approachthe
approach uses only a reduced fraction of labeled flows to maghe
identified clusters into their associated most-probable aginating
application, which strongly simplifies its calibration. We evaluate
the performance of our techniques using real traffic traces,
additionally comparing their performance against previously
proposed clustering-based classification methods.

Index Terms—Unsupervised Traffic Analysis, Semi-Supervised
Traffic Classification, Sub-Space Clustering, Evidence Aagnu-
lation, Hierarchical Clustering.

I. INTRODUCTION

supervisedML techniques, using a model construction or
learning step in which a mapping between a set of known
traffic categories and their corresponding payload-inddpat
traffic features is established. Supervised learning requi
a set of labeled traffic flows to construct such a mapping
model, which are generally unavailable and difficult to pro-
duce. Another category of ML techniques is represented by
unsupervisedearning, an autonomous approach that permits
to partition a set of unknown traffic flows into classes of
similar characteristics, without relying on labeled traffows

or learning. This breakdown of traffic flows into a reduced
number of classes permits to simplify traffic analysis taslss

it dramatically reduces the number of flows to study.

In this paper we introduce a novel unsupervised learning
approach to identify different classes of flows sharing kimi
payload-independent features. The unsupervised an&yesis
complished by means of clustering. The objective of cluster
is to partition a set of unlabeled instances into homogeseou
groups of similar characteristics, based on some simyjlarit
measure. In particular, we presendi&ide & conquerclus-
tering approach, in which we combine the evidence of inter-
flows structure provided by multiple independent partisiar

Knowing and understanding the traffic that flows todaythe same set of flows to build a new inter-flows similarity
Internet is a critical need for Internet Service Providersneasure. As we shall explain, the main advantage of this new
Network operators need to know what is flowing over thesimilarity measure is that it better reflects natural gragpi
networks to perform a wide range of network monitoring taskehe clustering approach combines the notions of Sub-Space
such as anomaly detection, traffic control, network seguriClustering [2], Evidence Accumulation Clustering [3], and
management, etc. This practical need has motivated an-extdrerarchical Clustering [1] to build the new similarity nmseae

sive development of the automatic network traffic clasdifica
field, being nowadays a very active research domain.

and to produce the corresponding clusters. This clustering
technique is further used to build an automatic flow classific

The objective of automatic traffic classification is to assdion model, using aemi-supervisetearning-based approach.
ciate a flow of packets to the particular network service @emi-supervised learning uses a small amount of labeled
application that generated them. Commonly deployed traffitstances together with a large amount of unlabeled instanc
classification methods rely on port and payload-based sisalyto train a classifier. In our particular application, we ussrell
techniques, both well-known in the field of network traffidraction of labeled traffic flows to label the clusters proeldic

classification. These techniques present important liraita

by our unsupervised approach. We shall see that even a very

that highly reduce their effectiveness, particularly doghie small fraction of labeled flows per cluster is good enough to
emergence of new dynamic applications and the widesprdadld an accurate classification model. Once the clusters ha

use of encryption, tunneling, and protocol obfuscation.

been labeled any unknown flow can be classified, based on its

To alleviate the shortcomings of port and payload basédistance” towards the different clusters.

traffic classification, Machine Learning (ML) techniquevéa

The remainder of the paper is organized as follows: Section

been extensively applied to the problem. ML-based teclesiqul presents a brief state of the art in the field of automatfic

analyze traffic flows by studying statistical patterns inlpay-

analysis and classification trough ML, additionally desicrg

independent traffic features such as packet length and intear main contributions. In section Il we introduce the core

arrival times. Traffic classification methods are developét

of our proposal, describing the different clustering teghes



used to accurately retrieve natural groupings. Section Wnfortunately, even if hundreds of clustering algorithmsse
describes the semi-supervised learning technique thatsee [L], it is very difficult to find a single one that can handle all

to construct a fast and accurate traffic classification modgfpes of cluster shapes and sizes, or even decide which algo-
Section V evaluates our proposals in real network traffienfrorithm would be the best for our particular problem. Diffetren
the public UNIBS traffic repository [14], accurately labaley clustering algorithms produce different partitions ofajand
Ground-Truth techniques [13]. In this section we also compaeven the same clustering algorithm provides differentltesu
the performance of our methods against previous propasalswhen using different initializations and/or different atghm
unsupervised analysis. Finally, section VI concludeswigk. parameters. The lack of robustness is in fact one of the major

drawbacks of current clustering techniques.
Il. RELATED WORK & CONTRIBUTIONS To avoid such a limitation, we have developed a divide and

The field of automatic traffic analysis and classificatiof o due! clustering approach, using the notionslabtering

trough ML techniques has been extensively studied duriag tﬁnsembleand combma‘uop O_f multiple cIu_stenng[;Ll]. The
last half-decade. A standard non-exhaustive list of supeav Idea is novel and appealing: why not taking advantage of the

ML-based approaches includes the use of Bayesian classif@ormat'on provided by multiple partitions X to improve

i - . . )
[4], linear discriminant analysis ank-nearest-neighbors [5], ustering accuracy?. Let us briefly introduce the notion of

decision trees and feature selection techniques [6], appicsti clustering ensemble. A clustering ensemBleconsists of a
9 » 2D set of multiple partitionsP; produced for the same data.

vector machines [7]. Unsupervised and semi-supervised-e - ) . .
ing techniques have also been used before for traffic arsaI;G/EfaCh of these partitions provides a different and independe

evidence of data structure, which can be combined to coststru

and classification, including the use bfmeans, DBSCAN, L
. o a new measure of similarity that better reflects natural grou
and AutoClass clustering [8], and a combinationkefneans . . .
ings. There are many different ways to produce a clustering

and maximum-likelihood clusters labeling [9]. We refer the semble. For example, multiple partitions can be obtained

. . en
reader to [10] for a detailed survey on the different Mlby using different clustering algorithms, or by applying th

techniques applied to automatic traffic classification. ame clustering alaorithm with different parameters and/o
Our approach presents several advantages w.r.t. cure¢at S g alg P

of the art in automatic traffic analysis and classificatio [;ts'gza[‘gf Ts l?o?jﬂi::przﬁ?clt g:tgseaiﬁig},ipage ICIilr:@etLe
firstly, it permits to analyze traffic shares in a completel P P P » applying

unsupervised fashion, which means that it can be direc gme clustering algorithm t different sub-spaceX; c X

plugged-in to any monitoring system and start to work fror91¥ the original space.

scratch, without any kind of calibration and/or trainingst
Secondly. it uses robust clustering techniques to idemi#fty A. Building Partitions through Sub-Space Clustering
ural groupings and avoid general clustering problems sgch a
sensitivity to initialization, specification of number dbisters,
detection of particular cluster shapes, or structure-mgsy
irrelevant features. Thirdly, it performs clustering inmry<ow-

Each of the N sub-spaceX; C X is obtained by se-
lecting » features from the complete set of attributes. To
deeply explore the complete feature space, the number ef sub
. . 7. . spacesN that are analyzed corresponds to the number-of
dimensional spaces, avoiding sparsity problems when wgrki - . - . .
ith high-dimensional data [1] combinations-obtained-from:. Each partitionP; is obtained
Wi 'gh-di 1o s . ba/ applying DBSCAN [12] to sub-spacX;. DBSCAN is
The semi-supervised model built on top of our unsupervise . . . .
approach additionally permits to classify the pre- roedssa powerful density-based clustering algorithm that discev
PP ' y permi ! pre-p ﬁlusters of arbitrary shapes and sizes [1], and it is prgbabl

set of flows, using only a reduced fraction of ground-trut . . .
. one of the most common clustering algorithms along with
flows to label the complete set of unlabeled flows. Finallg, t

. . . ; the widely knownk-means. DBSCAN fits a-priori our un-
obtained model is extremely simple and permits to classi . ' : . o

. , . pervised traffic analysis paradigm, as it is not necessary
new unknown flows in real-time, as it only needs to compute

: 0 specify difficult to set parameters such as the number of
the distance between the new flow and the labeled clusters, . '+, identify. However, it still requires to tune-tyo

important parameters that define its notion of density, twhic
I1l."UNSUPERVISEDTRAFFIC ANALYSIS highly impacts its performance. We shall come back to this
The unsupervised traffic analysis algorithm takes as inputssue in the evaluations section.
set ofn unlabeled traffic flows. Flows are identified by a tradi- To set the number of dimensiomsof each sub-space, we
tional 5-tuple hashing-key composed of source and degimattake a very useful property of monotonicity in clusteringsse
IP addresses, source and destination ports, and protoebl. known as the downward closure property, which basically
Y = {yi1,.,yn} be this set ofn flows. Each flowy; € Y is states that if a collection of instances is a cluster im-a
described by a set of payload-independent traffic descriptorslimensional space, then it is also part of a cluster in(aryl )
or featuresLetx; € R™ be the corresponding vector of trafficprojections of this space. This implies that dense regidéis o
features describing flow;, andX = {x;,..,x,} € R"*™ the will tend to be present in its lowest-dimensional sub-space
complete matrix of features, referred to as feature space Using small values for provides important advantages: firstly,
Our unsupervised algorithm is based on clustering tectieing clustering in low-dimensional spaces is more efficien
nigues applied t&X. The objective is to breakdown the set ofind faster than clustering in higher dimensions [1]. Selypnd
flows Y into homogeneous groups of similar characteristicdensity-based clustering algorithms such as DBSCAN pro-



vide better results in low-dimensional spaces, because- hig\lgorithm 1 SSC-EA-based Clustering
dimensional spaces are usually sparse, making it difficult t1: Initialization:

distinguish between high and low density regions. In gdnera2:  Set similarity matrixS to a nulln x n matrix.
working in low-dimensional spaces avoids sparsity issuebs 3: for t =1: N do

as masking, density-distortion, etc.. We thereforemse2 in 4 P, = DBSCAN (X4, ntmin, €)

our SSC algorithm, which give§ = m(m — 1)/2 partitons. 5. UpdateS(i, j), V pair {xi,%x;} € Cx andVY C}, € P;:
6: S(i,j) + S(i,§) + 77

B. Combining Partitions through Evidence Accumulation 7: end for

Having produced theV partitions, the question now is how & TransformsS into a distance matrix5' < 5 — 1.
to use the information provided by the obtained clusters. A Build a SL tree fromS: SLT = SINGLE-LINKAGE (5)
possible answer is provided in [3], where authors introducel: Cut SLT at heightt,,: P* = CUT (SLT, ts)
the idea of multiple-clusterings Evidence Accumulatiod\]E
EA uses the clustering results of multiple partitiof’s to
produce a new inter-patterns similarity measure whichebetinformation. In this section we develop an automatic flow
reflects natural groupings. The algorithm follows salit- classification model, using a semi-supervised-learniaget
combine-merge approach to discover the underlying structurapproach on top of the SSC-EA clustering algorithm.
of data. Let us briefly describe the three steps of this algor,i Semi-supervised learning works in a similar way to super-
particularly adapted for our clustering approach: vised learning, using a training set to construct a clasgitio

(1) In thesplit step, theV partitionsP; of the same dataset are™0d€l. However, for the same size of training set, semi-

generated, which in our case they correspond to the pmitiéupervised needs only a small fraction of labeled flows to
obtained by SSC and DBSCAN. construct the model, which represents a paramount adwantag

) o w.r.t. supervised-learning, where all the flows of the firagn
(2) In the combine step, a new measure of similarity be<at must be labeled.

tween flows is produced, using a@ssociationmechanism;  Gjyen an unlabeled training dataget,.;.., the classification
the underlying assumption in EA is that flows belonging to fodel is built as follows: () in the first stepXiam is

natural cluster are likely to be co-located in the same efust decomposed in clusters;, using SSC-EA clustering; (i) in
different partitions. Taking the membership of pairs of #0Wio second step, a fractionof flows per-cluster is randomly

to the same cluster as weights for their association, e go|ected: jii) in the third step, the labels of only thesested
partitions are mapped intoraxn similarity matrix.S, such that fq.s are used to classify each of the clustérs, taking
S(i, j) = nij/N. The valuen;; corresponds to the number ofy,o ot frequent traffic class per cluster as label for the
times that the pair of flows descnbe_q by, x;} was assigned corresponding’;; (iv) in the last step, the centroid;, of

to the same cluster along thé partitions. eachC), is computed, obtaining a classification model in the
(3) In the final merge step, any clustering algorithm canform of {oy, I}, wherel;, € {app;,apps, .., app,,} is to the
be applied to matrixS to obtain a final partition ofX in label associated to clustél,, andapp, corresponds to one of
natural clusters. In our approach we use a simple Hieraaithithe M traffic classes present in the flows describedXy.;,.
Clustering (HC) algorithm known as Single-Linkage (SL). In order to classify a new unknown traffic flow we
HC creates a hierarchy of clusters that can be represente@ a distance-based classification rule, associating ttee

in a tree structure. The root of the tree consists of a singlaffic class of the closest cluster, using the standarddaarh
cluster containing all the instances, and the leaves quores distanced: class(x) = class(arg min d(x, o)).

to individual instances. SL builds this tree in an agglortieea k

fashion: at each step, the algorithm joins together the two V. EVALUATION AND DISCUSSION

clusters which are closest together. Cutting the tree avengi In this section we evaluate the SSC-EA clustering technique

hefht;’é pdrgficu;de: tor}e tzgalcgi:tlgf ?]];ou;?pggagr .ster'ra]md the semi-supervised traffic classification model. We use
PSeu . . mp unsupervi u 'lrgal traffic from the public UNIBS-2009 traffic-traces repos
algorithm is provided in algorithm 1. From now on, we shall

. . . tory [14]; traces were collected at the edge router of the
r_efer to this approach as the S..SC'EA cIu_sFermg algorithm. Lampus network of Brescia’s University between the 30/@P an
line 4, the parameten,,;, specifies the minimum number of

- the 02/10, 2009. Traffic mainly consists of HTTP, Mail (SSL
flows that can be classified as a cluster by DBSCAN, ar}ﬁainly), P2P (BitTorrent, Edonkey), and VoIP (Skype), and

e defines the minimum neighborhood-density distance that . .
. . . was generated by a set of workstations running a Ground Truth
permits to group flows into the same cluster. In lihethe

C, corresponds to the different clusters containedPjn (GT) traffic classifier [13]. A GT classifie.r is a softwar.e tool
that accurately associates traffic flows with the correspand
application that generated them, probing the kernel of the
IV. SEMI-SUPERVISEDTRAFFIC CLASSIFICATION machine to obtain information on open IP sessions. The efatas
The unsupervised separation of flows into multiple class#sat we use in the following evaluations consists of 2000
simplifies traffic analysis tasks, but it can not be used ftows taken from the first day of traffic. We randomly sample
automatically recognize the network-service or applarati 500 flows for each of the four aforementioned traffic classes:
that generated each class of flows without any additiondT TP, SSL, P2P, and \VoIP. Similar to [8], we use an equal
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Figure 1. GA for SSC-EA and DBSCAN, changing,;, ande. Figure 2.  ACH and GA for SSC-EA v&-means, for different number of

identified clusters.

number of flows for each application to fairly evaluate the
clustering ability of our algorithm, avoiding a biased assid
due to highly unbalanced cluster sizes.

To evaluate the semi-supervised classification model, we
consider two additional per-class indexes: Recall andiPrec
sion. RecallR; is the number of flows from classcorrectly
classified {'F;), divided by the number of flows in claggn;).
A. Flows and Features PrecisionP; is the percentage of flows correctly classified as
We use NetMATE [15] to process packet trace@’elonging_to cla_ssamong all the flows gl_assified as belonging
identify flows, and compute feature values. Flow!O classi, including true and false positives'(’;). _
are identified by the traditonal 5-tuple hashing-key Besides evaluating the quality of the SSC-EA algorithm,

{IPyc/ast : Portee/as : Protocol}. Flows are bidirectional W€ shall compare its performance against two well-known

and have a limited duration. UDP flows are terminatetlustering approaches, previously used for traffic classtifin

by a flow timeout. TCP flows are terminated upon propdf [8]: DBSCAN andk-means.
connection tear-down or after a timeout. We consider a 600
second flow timeout, a default value used in previous wo®, SSC-EA vs DBSCAN ¥smeans

[6]. We consider only UDP and TCP flows with at least one Figure 1 depicts the global accuracy obtained with SSC-

packet in each direction and at least one byte of paylo A and DBSCAN when changing the two input parameters

This excludes flows without payload and requests Withog} DBSCAN, namelyn,,;, ande. In the case of SSC-EA we
% i) min

responses. We use the same set of 22 payload-indepen % an additional parameter to vary, which corresponds to

traffic features previously used in [6], as these are S'mq]ﬁe heightt;, where the tree is cut to obtain the final clusters.

and well understoqd traffic descnptprs. The list IrIdUde\ﬁ/e therefore plot the mean value and the quartiles obtained
protocol, flow duration, flow volume in bytes and packet

- : Sor different heightst;,, going from the lowesttf, = 0.01)
packet length (minimum, mean, maximum, and standa{g the highest#, = 0.9) values. The DBSCAN algorithm

deviation), inter-arival time between packets (minimu l0es not necessary assign every instance to a cluster; én ord

Lnetﬁna_ma?lmum,f ?rr:d fsltandafrd ?ewatmn). AS tratczs.cogt%k;evaluate its performance, we follow the same approach
0 Irections ot the Tlows, features are computed N bOfRqy [8], where every flow that is not assigned to a

directions. cluster is considered as noise. Figure 1.(a) shows that the
SSC-EA algorithm is immune ta,,;,, as the obtained GA
B. Evaluation Criteria remains constant at ne&% for all the considered range

In order to asses the quality of the clustering results pr§)t30th variation ranges fon,, ande were taken from [8]).

duced by SSC-EA, we employ two traditionally used indexeé{ g?_fd't'orl’ r;[h_e r:jtlﬁgrencel_mb?cc;ratlﬁy \évhen (i_uttlng_ thee tre
the Global Accuracy (GA) and the Average per-Cluster HI?F iffierent heights is negligible. Both observations pieva

mogeneity (ACH). Both criteria determine how accurate & t rst.evidence of strong robustness of the SSC-EA algorithm
algorithm to produce homogeneous clusters, i.e., clustats aga_lnst some of its parameters. -

contain a single traffic class. To label a cluster, we simpl Figure 1.(b) shc_)ws a marke(_JI variation of accuracy for
take the most frequent traffic class among all of its flows. Gg'e SSC-EA algorithm when using very small values dor

indicates the percentage of correctly classified flows antioag owever, its value remains constant at néa for bigger

total number of flows:. ACH indicates the average percentagglsttl‘f’mcesfi Regarc:mg Dtﬁsc'ﬁNi the algr;]orlthr: |de.nt|f|tz)s trr?any
of correctly classified flows per cluster. If we defifigP (k) outliers (flows outside the clusters) when changing both pa-

as the number of correctly classified flows in clustgr, n(k) rameters, which certainly impacts the e_lttaineo_l GA. We C'aiT"
as the size ot} andng.. as the total number of cIusters,that better performance could be obtained with DBSCAN if

then we may express GA and ACH as: outliers were assngneq to its closest clusters, but thidysisi

out of the scope of this paper.
— Figure 2 depicts the average per-cluster homogeneity and
2 TP(k) 2 TP, rp,  the global accuracy obtained for SSC-EA ahdneans for

k k’ . . oy .
GA=—1—,ACH= et  Ri . Pi = Tp, + rp, different numbers of identified clusters. Changing the ealu




of e in SSC-EA permits to produce different clustering tr 1= e R e T oo S ot
which additionally permits to identify a different numbet 2 ° 113 features
clusters. Figure 2.(a) shows that the average cluster I § °

geneity obtained with SSC-EA is almost perfect, inde £°*
dently of identified number of clusters. Formeans, cluste 2 *
homogeneity strongly depends on the number of clusteéoﬁ
construct. Regarding accuracy, both algorithms improsalts 2 0.6'5
when using more clusters; however, using a large numt
clusters is counterproductive, as it reduces the pradtitaies
of doing clustering for traffic analysis. In any case, we ca@

that the SSC-EA algorithm still provides high accuracy for Bigure 3. I_mpact _of feature seleption on accuracy and 1_11Lhnmogene_ity.
limited number of clusters The subset is obtained by Best-First search and Correlatisad evaluation.
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D. Feature Selection Figure 4.(a) depicts the global accuracy of the three classi

We now evaluate the impact of feature selection on tfication models as a function of the fractionof flows used
clustering algorithms. Using a large list of traffic featwignot for training. As the flows used for labeling each cluster are
always the best choice, as it may negatively impact C|uﬂyerirandomly chosen, we have run the classification algoritom
and classification results. As we claimed before, using md¥g1es for each of the 5-fold evaluation datasets and for each
features increments the dimensionality of the featureesae  Of the 5 different fraction values = {1,0.5,0.1,0.05,0.01}.
troducing sparsity issues. At the same time, using irreleoa Depicted results include the obtained mean global accuracy
redundant features may diminish performance in the practi@s Well as the minimum and maximum values. The first

Figure 3 depicts the average per-cluster homogeneity aféeresting observation is that the semi-supervised ambro
the global accuracy for the three clustering algorithmaais Performs with high accuracy even when using a fraction as
both the complete set of 22 features, and a reduced set ofSI3all as1% of labeled flows per cluster. At the same time,
features, obtained by Best First search and Correlatisadathe advantages of the SSC-EA clustering algorithm prelyous
subset evaluation [6]. This approach basically selectsifea evidenced also provide a better classification performéree
that are poorly correlated with each other and highly cateel traditional approaches.
to the classes of traffic. For DBSCAN and SSC-EA, we take 10 conclude with the evaluation section, figures 4.(b) and
nmin = 9 ande = 0.15, which produces a reasonable numbét-(c) present the values of precision and recall obtained wi
of clusters, abous0 when using 22 features. Férmeans we the three models, for each of the four different traffic atess
use thereforé = 50. Both accuracy and cluster homogeneitg}-he fraction of sampled flows is 5%. P2P traffic is systemat-
remain almost unchanged for the SSC-EA algorithm, whilgally misclassified by the three models, obtaining a lowee t
vary betweeri7% and 10% for DBSCAN andk-means. It is positives rate (recall). Note however that both the SSL aed t
interesting to appreciate how the accuracy of both algarith VOIP traffic are accurately cl_assified, obtaining preciséom
improves when removing irrelevant features. As we claimdgcall values close t@00%. Finally, HTTP traffic presents a
before, the SSC-EA algorithm is more robust against ireetev relatively better performance than P2P traffic, but stid\pdes
or redundant features than standard clustering algorithrR§Or results. A deeper evaluation of these resullts is pastiof
Another interesting observation is that the number of elgst ©NgoIiNg work.
obtained by SSC-EA and DBSCAN falls to ab@x clusters

when usingl3 features. VI. CONCLUDING REMARKS
In this paper we addressed the problem of unsupervised
E. Semi-Supervised Traffic Classification and semi-supervised traffic analysis and classification via

. . .. _..clustering. We introduced the SSC-EA clustering algorithm
Let us now evaluate the semi-supervised classification . :
. . . a novel clustering approach which proved to be more robust,

model, built on top of the SSC-EA algorithm. To train and to . ' . e
e cansistent, and accurate for traffic analysis and clasBdita

test the classification model, we separate the completefsett 0

. - : e han two well-known clustering approaches previously used
flows into a training and a testing set. The training set astou . . .

; . . DBSCAN and k-means. The semi-supervised model built

for the 80% of the flows, while the remaining0% is used as on oo of the SSC-EA alaorithm additionally showed hiah
testing flows. All the evaluations presented in this subisect P g y 9

use 5-fold cross-validation, which means that we train ard \At?rZir:i);m?snszeezla\/s\fel fﬁg};ﬁ%gﬂ?}%%ﬁii?iig?fgeﬂggzvspgr
test the model for 5 different training/testing sets. Initidd, 9 '

we use the reduced set of 13 features obtained by Feattored"’mSncy new unkn(_)wn flows in reaI-tlme,l as it only_ needs
) . . . 0, compute abous0 distance values to provide a verdict.
Selection. As we explained before, using this reduced set

additionally reduces the number of identified clusters touab
30. Finally, we compare the performance of our approach

with that obtained with the same semi-supervised clastifica [1] A- K. Jain, “Data Clustering: 50 Years Beyond K-Meansfi Pattern
Recognition Lettersvol. 31 (8), pp. 651-666, 2010.

teChnique’ but Usmg DBSCA'\k(: 0'1_5_* ”{nin = 9) and k- [2] L. Parsons et al., “Subspace Clustering for High Dimenal Data: a
means k = 30) to construct the classification model. Review”, in ACM SIGKDD Expl. Newsletterol. 6 (1), pp. 90-105, 2004.
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